Theorem 1. Suppose we have the following LP in standard form
(P) minc’x 5.t Ax =b and x > 0,

and that B = (j1,...,jm) is a basis.

(a) The vector x defined by xg = Az'b and x; = 0 for every nonbasic variable x; is
the unique basic solution associated with B. In particular, B is a feasible basis when
A;'b>0.

(b) If B is a feasible basis and the relative cost vector is non-negative (i.e. € > 07),
then x is an optimum for .

(¢c) If B is a feasible basis and there exists a variable x;, such that the relative cost of x;,
is negative (i.e. ¢, < 0) and AZ'A;, <0, then is unbounded.

Proof. We begin by proving @ By the definition, x is a basic solution associated with the
basis B if and only if Ax = b and z; = 0 for every nonbasic variable z;. Using these two
facts we have that

= ABXB.

Furthermore, because B is a basis, A g is an invertible matrix. This implies that Agxg = b
if and only if xp = A5'b. Therefore, x is a basic solution associated with the basis B if and
only if xp = Az'b and x; = 0 for every nonbasic variable x;. This proves|(a)l

To prove @ first note that, since x; = 0 for every nonbasic variable z;,

cI'x = C1T1 + ...ChTy
= lel’jl + ... ij.CEjm
Ljy
:<Cj1,...,ij) .
L jim

= CEXB.

Now let x’ be an arbitrary feasible solution to (E[) We will show that ¢?x’ > ¢”x which will
prove [(b)] By the definition of a feasible solution, we have that Ax’ = b and x’ > 0. Using

these two facts, the assumption that €/ > 07 and that fact that, by , xp = A5'b, we can
1



compute that

/

0<elx

= (' —cLAS A)X
c'x — (cEAZ'A)X

=c'x — cLAL (AX)

=c'x' —c5AL'D

= c'x' — chxp,

This, with (ED, gives us that
c'x' > chxp = c'x,
which proves @

Finally, we prove . First, recall that x is a feasible solution. We will construct y such
that Ay = 0, y > 0 and ¢’y < 0. This with question 4 on homework assignment 1, will
prove . First note that z;, cannot be a basic variable, because for every ¢ € [m], the

relative cost of the basic variable z;, is

Cj; = Cj; — CEAEIAJE =G — CE(AEIA]E) =G — ( Cjirev s Cjm ) e =¢j — ¢, =0,
and ¢, < 0 by assumption. Here we used that fact that A, is the ¢th column of Ag, so the
product AZ'A;, must be the ith standard basis vector which we denote by e;. Therefore,
we can set the variables y;,, ..., y;, of y by yp = —AZ' A and set y;, = 1 without conflict.
We set the entries in y that we have not specified to 0, i.e. we set y; = 0 for every nonbasic
variable z; that is not z;,. Note that y > 0 because A5'A;, < 0 by assumption. We now
show that y is in the null space of A with the following computation

Ay = Agys — Ajyj, = Ap(A5'A ) — Aj, = (ApAZ)A;, —Aj, = Aj, —A;, =0.
Finally, because
¢’y = cpyB + ¢y, = Cp(—AGF Aj) + ¢j, = ¢, — cpAG A = ¢,

we have that ¢’y = ¢, < 0 which finishes the proof. O



