




𝑓𝑓 𝑥𝑥 = 𝑐𝑐0 + 𝑐𝑐1𝑥𝑥 + ⋯+ 𝑐𝑐𝑘𝑘−1𝑥𝑥𝑘𝑘−1 



𝑓𝑓 𝑥𝑥 = 𝑐𝑐0 + 𝑐𝑐1𝑥𝑥 + ⋯+ 𝑐𝑐𝑘𝑘−1𝑥𝑥𝑘𝑘−1 

𝑓𝑓 𝛼𝛼1
𝑓𝑓 𝛼𝛼2

𝑓𝑓 𝛼𝛼𝑛𝑛

⋮



𝑓𝑓 𝑥𝑥 = 𝑐𝑐0 + 𝑐𝑐1𝑥𝑥 + ⋯+ 𝑐𝑐𝑘𝑘−1𝑥𝑥𝑘𝑘−1 

𝑓𝑓 𝛼𝛼1
𝑓𝑓 𝛼𝛼2

𝑓𝑓 𝛼𝛼𝑛𝑛

⋮

𝑡𝑡1
𝑡𝑡2

𝑡𝑡𝑛𝑛

⋮



𝑓𝑓 𝑥𝑥 = 𝑐𝑐0 + 𝑐𝑐1𝑥𝑥 + ⋯+ 𝑐𝑐𝑘𝑘−1𝑥𝑥𝑘𝑘−1 

𝑓𝑓 𝛼𝛼1
𝑓𝑓 𝛼𝛼2

𝑓𝑓 𝛼𝛼𝑛𝑛

⋮

𝑡𝑡1
𝑡𝑡2

𝑡𝑡𝑛𝑛

⋮

𝑡𝑡1 ⋅ 𝑓𝑓 𝛼𝛼1
𝑡𝑡2 ⋅ 𝑓𝑓 𝛼𝛼2

𝑡𝑡𝑛𝑛 ⋅ 𝑓𝑓 𝛼𝛼𝑛𝑛

⋮



𝑓𝑓 𝑥𝑥 = 𝑐𝑐0 + 𝑐𝑐1𝑥𝑥 + ⋯+ 𝑐𝑐𝑘𝑘−1𝑥𝑥𝑘𝑘−1 

𝑓𝑓 𝛼𝛼1
𝑓𝑓 𝛼𝛼2

𝑓𝑓 𝛼𝛼𝑛𝑛

⋮

𝑡𝑡1
𝑡𝑡2

𝑡𝑡𝑛𝑛

⋮

𝑐𝑐1
𝑐𝑐2

𝑐𝑐𝑛𝑛

⋮
∈ 𝐺𝐺𝐺𝐺𝐺𝐺



𝓒𝓒 code

𝔽𝔽𝑞𝑞𝑛𝑛



𝑦𝑦

𝑦𝑦 received word

𝓒𝓒 code



𝑦𝑦

find all codewords within distance 𝛿𝛿 of 𝑦𝑦

𝓒𝓒 code

𝛿𝛿



𝒙𝒙

𝒚𝒚

How is distance measured?



𝒙𝒙 = (𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑞𝑞)

𝔽𝔽𝑞𝑞 𝑛𝑛

𝒚𝒚 = (𝑦𝑦1, 𝑦𝑦2, … ,𝑦𝑦𝑞𝑞)



ℓ1 norm

ℝ𝑛𝑛

𝒙𝒙

𝒚𝒚



ℓ2 norm

ℝ𝑛𝑛

𝒙𝒙

𝒚𝒚



ℓ𝑝𝑝



ℓ𝑝𝑝

ℓ𝑝𝑝



ℓ𝑝𝑝

ℓ𝑝𝑝

ℝ𝑞𝑞 = ℝ/𝑞𝑞𝑞
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Work Metric Codes Decoder Type Error Type Rel. Decoding Distance 
(𝜹𝜹)

[Guruswami-Sudan, 
1999] Hamming GRS list discrete ≤ 1 − 𝑅𝑅

[Mook-Peikert, 
2022] Euclidean (ℓ2) prime-field GRS list continuous ≤ (1 − 𝑅𝑅)/2

[Roth-Siegel, 
1994] Lee (ℓ1) subclass of GRS, 

BCH unique discrete ≤ 1 − 𝑅𝑅

[Wu-Kuijper-Udaya, 
2003] Lee (ℓ1) prime-field GRS list discrete > 0



Work Metric Codes Decoder Type Error Type Rel. Decoding Distance 
(𝜹𝜹)

[Guruswami-Sudan, 
1999] Hamming GRS list discrete ≤ 1 − 𝑅𝑅

[Mook-Peikert, 
2022] Euclidean (ℓ2) prime-field GRS list continuous ≤ (1 − 𝑅𝑅)/2

[Roth-Siegel, 
1994] Lee (ℓ1) subclass of GRS, 

BCH unique discrete ≤ 1 − 𝑅𝑅

[Wu-Kuijper-Udaya, 
2003] Lee (ℓ1) prime-field GRS list discrete > 0

[Peikert-V.H., 
2025] 

any ℓ𝑝𝑝,
0 < 𝑝𝑝 ≤ 2

prime-field GRS list continuous ≤ 1/(𝑅𝑅 ⋅ 𝑐𝑐𝑝𝑝 𝑒𝑒𝑒𝑒 1/𝑝𝑝)



Rate-distance trade-off for ℓ𝟐𝟐

distance 𝛿𝛿 = 𝑟𝑟
2𝜋𝜋

rate 𝑅𝑅∗



distance 𝛿𝛿 = 𝑟𝑟
2

rate 𝑅𝑅∗

Rate-distance trade-off for ℓ𝟏𝟏



received word 
𝑦𝑦 ∈ ℝ𝑞𝑞

𝑛𝑛

list of close codewords 
𝑐𝑐1, 𝑐𝑐2, … , 𝑐𝑐𝐿𝐿 ∈ 𝒞𝒞



weight vector 

𝑊𝑊 = w1, … , w𝑖𝑖 , … , w𝑛𝑛 ∈ 0,1 𝑞𝑞𝑞𝑞

list of close codewords 
𝑐𝑐1, 𝑐𝑐2, … , 𝑐𝑐𝐿𝐿 ∈ 𝒞𝒞



𝑤𝑤𝑖𝑖 𝑥𝑥  specifies the ``likelihood’’ that 

𝑥𝑥 was the 𝑖𝑖-th transmitted symbol list of close codewords 
𝑐𝑐1, 𝑐𝑐2, … , 𝑐𝑐𝐿𝐿 ∈ 𝒞𝒞

𝑤𝑤𝑖𝑖 𝑥𝑥1 𝑤𝑤𝑖𝑖 𝑥𝑥2 … 𝑤𝑤𝑖𝑖 𝑥𝑥𝑞𝑞

weight vector 

𝑊𝑊 = w1, … , w𝑖𝑖 , … , w𝑛𝑛 ∈ 0,1 𝑞𝑞𝑞𝑞







received word 
𝑦𝑦 ∈ ℝ𝑞𝑞

𝑛𝑛

list of close codewords 
𝑐𝑐1, 𝑐𝑐2, … , 𝑐𝑐𝐿𝐿 ∈ 𝒞𝒞

transform 𝑦𝑦 into a 
weight vector 𝑊𝑊 ∈ 0,1 𝑞𝑞𝑞𝑞

𝑊𝑊

GS Algorithm



𝑦𝑦1received word  𝒚𝒚 = 𝑦𝑦2 … 𝑦𝑦𝑛𝑛 ∈ ℝ𝑞𝑞
𝑛𝑛



𝑦𝑦

𝑦𝑦1received word  𝒚𝒚 = 𝑦𝑦2 … 𝑦𝑦𝑛𝑛 ∈ ℝ𝑞𝑞
𝑛𝑛

ℝ𝑞𝑞



𝑦𝑦1received word  𝒚𝒚 = 𝑦𝑦2 … 𝑦𝑦𝑛𝑛 ∈ ℝ𝑞𝑞
𝑛𝑛

ℝ𝑞𝑞

𝑦𝑦

ℤ𝑞𝑞

transmitted codeword must have coordinates in 𝔽𝔽𝑞𝑞 ≅ ℤ𝑞𝑞



𝑦𝑦1received word  𝒚𝒚 = 𝑦𝑦2 … 𝑦𝑦𝑛𝑛 ∈ ℝ𝑞𝑞
𝑛𝑛

ℝ𝑞𝑞

𝑦𝑦

ℤ𝑞𝑞

𝑦𝑦

𝑦𝑦



𝑦𝑦1received word  𝒚𝒚 = 𝑦𝑦2 … 𝑦𝑦𝑛𝑛 ∈ ℝ𝑞𝑞
𝑛𝑛

ℝ𝑞𝑞 ℤ𝑞𝑞

𝑦𝑦



𝑦𝑦1received word  𝒚𝒚 = 𝑦𝑦2 … 𝑦𝑦𝑛𝑛 ∈ ℝ𝑞𝑞
𝑛𝑛

ℝ𝑞𝑞 ℤ𝑞𝑞

𝑦𝑦𝑖𝑖

[Mook-Peikert, 2022] :

𝑤𝑤𝑖𝑖 𝑤𝑤𝑖𝑖′ 000 0w𝑖𝑖 =

𝑖𝑖-th weight vector

0



𝑦𝑦1received word  𝒚𝒚 = 𝑦𝑦2 … 𝑦𝑦𝑛𝑛 ∈ ℝ𝑞𝑞
𝑛𝑛

ℝ𝑞𝑞 ℤ𝑞𝑞[Mook-Peikert, 2022] :

𝑤𝑤1 𝑤𝑤1′ 000 0w1 =

weight vector

𝑤𝑤𝑛𝑛 𝑤𝑤𝑛𝑛′

𝑤𝑤2𝑤𝑤2′ 000 0w2 =

0 000w𝑛𝑛 =

⋮

0

0

𝑦𝑦𝑖𝑖

0



𝑦𝑦1received word  𝒚𝒚 = 𝑦𝑦2 … 𝑦𝑦𝑛𝑛 ∈ ℝ𝑞𝑞
𝑛𝑛

ℝ𝑞𝑞 ℤ𝑞𝑞Our weight vector :

𝑦𝑦𝑖𝑖



𝑦𝑦1received word  𝒚𝒚 = 𝑦𝑦2 … 𝑦𝑦𝑛𝑛 ∈ ℝ𝑞𝑞
𝑛𝑛

ℝ𝑞𝑞 ℤ𝑞𝑞Our weight vector :

weights given by a 
function 𝑓𝑓𝑠𝑠 of width 𝑠𝑠 > 0 

𝑤𝑤𝑦𝑦𝑖𝑖 𝑥𝑥1w𝑖𝑖 = 𝑤𝑤𝑦𝑦𝑖𝑖 𝑥𝑥𝑞𝑞

𝑖𝑖-th weight vector

…

𝑦𝑦𝑖𝑖



𝑦𝑦1received word  𝒚𝒚 = 𝑦𝑦2 … 𝑦𝑦𝑛𝑛 ∈ ℝ𝑞𝑞
𝑛𝑛

ℝ𝑞𝑞 ℤ𝑞𝑞Our weight vector :

𝑤𝑤𝑠𝑠,𝑦𝑦𝑖𝑖 𝑥𝑥1w𝑖𝑖 =

𝑖𝑖-th weight vector

𝑤𝑤𝑠𝑠,𝑦𝑦𝑖𝑖 𝑥𝑥𝑞𝑞…

𝑤𝑤𝑠𝑠,𝑦𝑦𝑖𝑖 𝑥𝑥 = 𝑓𝑓𝑠𝑠 𝑦𝑦𝑖𝑖 − 𝑥𝑥 + 𝑞𝑞𝑞
𝑦𝑦𝑖𝑖





normalizing constant



Gaussian function

Laplacian function





gap between rate and upper bound



𝑞𝑞

(0,0)
(1,1)

(−1, −1)

(2,2)





𝑠𝑠, 𝑞𝑞/𝑠𝑠 → ∞ 1
𝛿𝛿 ⋅ 𝑐𝑐𝑝𝑝 ⋅ 𝑒𝑒𝑒𝑒 1/𝑝𝑝



𝑠𝑠, 𝑞𝑞/𝑠𝑠 → ∞ 1
𝛿𝛿 ⋅ 𝑐𝑐𝑝𝑝 ⋅ 𝑒𝑒𝑒𝑒 1/𝑝𝑝

volume of the 𝑛𝑛-dim. ℓ𝑝𝑝 ball of radius 𝑛𝑛1/𝑝𝑝 
(dimension-normalized) !

=



𝑝𝑝𝑝𝑝𝑝𝑝:  𝐷𝐷𝑟𝑟 𝑥𝑥 = 𝑓𝑓𝑟𝑟(𝑥𝑥)/𝑟𝑟
 𝑝𝑝𝑚𝑚𝑚𝑚:  𝐷𝐷𝑟𝑟 𝑥𝑥 = 𝑓𝑓𝑟𝑟(𝑥𝑥)/𝑓𝑓𝑟𝑟(ℤ)
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